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1 Related works

In the spirit of the systematic review methods (Nassirtoussi et al., 2014),
several review questions were formulated before locating and selecting relevant
studies. These questions are the following:

Q1. Does the work deals with rumors spread?

Q2. Does it include the Twitter case?

Q3. Real data is employed in the study?

Q4. Does the paper simulate the information diffusion?

Q5. Is there agent-based social simulation?

Q6. Are there what-if scenarios?

Q7. A general methodology is presented to validate and use simulations?
Q8. Is the data provided?

Q9. Is the implementation given?

Q10. Ts it free and open source software?

Note that these questions fall in three main categories: (1) type of target
studied (Q1-Q3); (2) method employed (Q4-Q7); and, (3) reproducibility of
the research (Q8-Q10). Moreover, the questions are not disjoint, e.g. if no real
data is employed (Q3), data cannot be provided (Q8). Table 1 summarizes the
works revised and answers for these review questions.

Valecha et al. (Valecha et al., 2013) analyze Twitter data of the Haiti earth-
quake in 2010 . The authors categorize seven different communication modes
for four time stages at this occurrence. The paper concludes that information
with credible sources contributes to suppress the level of anxiety in Twitter
community, which leads to gossip controlling and high information quality.
In this vein, Mendoza et al. (Mendoza et al., 2010) explore the behavior of
Twitter users in the 2010 earthquake in Chile. The authors classify the tweets
manually in affirms, denies, or unknown. They also conclude that hearsay
tend to be questioned more than news by the Twitter community. Starbird
et al. (Starbird et al., 2014) present another exploratory work which deals
with the 2013 Boston Marathon Bombing? and conclude that corrections to
the misinformation emerge but are muted compared with the propagation of
the misinformation. Cha et al. (Cha et al., 2010) use Twitter data to gain in-
sights into viral marketing and, more specifically, to compare three measures
of influence: indegree, retweets, and mentions. These authors conclude that
popular users who have high indegree are not necessarily influential in terms

L On January 12, 2010, a devastating earthquake with a magnitude of 7.3 struck
Haiti. More than 220,000 people were killed and over 300,000 injured.

2 The Boston Marathon bombings were a series of attacks and incidents which
began on April 15, 2013, when two pressure cooker bombs exploded during the
Boston Marathon, killing 3 people and injuring an estimated 264 others.



Target system Method Reproducibility
Ref. QL1 Q2 Q3|1 Q4]Q5|Q6|Q7| Q8]Q9|Ql0
Valecha et al. vV vV UR
Mendoza et al. vV I vV
Starbird et al. VA A e
Cha et al. vV I v |V
Weng et al. VAR AN AN 4
Gupta et al. VAR VAN 4
Kwon et al. vV vV UR
Qazvinianetal. | v | vV | V UR
Nekovee et al. v v
Zhao et al. v v
Shah and Zaman | v v
Domenicoetal. | v | vV | vV | V
Jin et al. VAN IR VA
Tripathy et al. ViIiviIiv iV |V |V
Liu and Chen v |V v |V
Seo et al. VN " A BV BV 4
Yang et al. ViIiviIiv v vV
Gatti et al. VA A VA A
Table 1

Review questions for survey. Check mark: yes, empty space: No, UR: under request.

of retweets or mentions, while influence is gained limiting tweets to a sin-
gle and specialized topic. These works hint at the potential of understanding
hearsay diffusion and having strategies to control them. Nevertheless, they do
not cope with these strategies or their evaluation by simulation techniques.

Weng et al. (Weng et al., 2013), without dealing with gossips specifically, ad-
dress meme propagations in Twitter. Memes are parts of cultural tradition,
e.g. thoughts, cultural techniques, behaviors, etcetera (Flentge et al., 2001).
In Weng et al.’s work, memes are identified with a Twitter hashtag, i.e. a
metadata tag used in Twitter and which consists of a word or an unspaced
phrase prefixed with “#”. The authors, based on real data, compare memes
propagation with four simple simulated models: random, cascade, social re-
inforcement, and homophily. Finally, the authors present a method to detect
if a meme will go viral depending on the meme first 50 tweets and machine



learning techniques. Although this is a very significant work which gives sound
results to support the hypothesis presented, it does not intend to give real-
istic simulated models or use them for designing and testing any strategy.
Moreover, as displayed in table 1, data and implementations are not given.

Other works also propose machine learning models after an exploratory data
analysis of Twitter. Gupta et al. (Gupta, Lamba, & Kumaraguru, 2013; Gupta,
Lamba, Kumaraguru, & Joshi, 2013) study tweets of the Boston marathon
blasts and propose a regression prediction model. This model allows calculat-
ing the number of nodes which will be infected in a network assuming that
fake content is published by a specific user. In this vein, Kwon et al. (Kwon
et al., 2013) identify a large number of characteristics in rumors under three
main categories: temporal, structural, and linguistic. Then these features are
used in several machine learning algorithms to classify a Tweet as rumor or
non-rumor. Qazvinian et al. (Qazvinian et al., 2011) also deal with misinfor-
mation detection and explore the effectiveness of three categories of features:
content-based, network-based, and specific memes. These machine learning
models are important contributions for viral marketing, but they do not allow
researchers to test marketing strategies with them. Moreover, as pointed out in
some works (Qazvinian et al., 2011), identifying new emergent rumors directly
from the Twitter data is more challenging than the classification of a dataset
previously retrieved. In a sense, the research line presented in these works
is complementary of the presented here. On the one hand, machine learn-
ing approaches may employ features taken from simulated models (Kwon et
al., 2013). On the other hand, the strategies tested with simulation can be
undertaken when detected gossips by these machine learning approaches.

The epidemiological modeling is popularly employed to model rumor diffusion.
In this line, the population is divided into several classes such as susceptible
(S), infected (I), and recovered (R) individuals. These analytical models are
usually formulated using differential equations since the transition rates from
one class to another are mathematically expressed as derivatives. The standard
model in this line is the SIR model (Hethcote, 2000) (susceptible, infected,
recovered). Moreover, the SI (susceptible, infected) and SIS (susceptible, in-
fected, susceptible) models are also very used. Nekovee et al. study the SIR
model applied to gossip spread in complex social network (Nekovee et al.,
2007). In this vein, Zhao et al. (Zhao et al., 2013) extends the SIR model
with forgetting mechanisms. Shah and Zaman (Shah & Zaman, 2011) use a
SI model to study algorithms to find a misinformation source in a network.
Domenico et al. (De Domenico et al., 2013) study Twitter hearsay about the
Higgs boson discovery and reproduce the global behavior using the SI model
and extending it. Jin et al. (Jin et al., 2013) employ the SEIZ model (which
considers exposed individuals, E, and skeptics, Z) for capturing diffusion of
gossips and news in Twitter. The main appealing of these works is the accuracy
they achieve by adjusting automatically the model parameters, e.g. popula-



tion size, with fourth generation programming languages such as MATLAB.
On the other hand, comparing these model to real-world data is difficult and
they often require overly simplistic assumptions (Rand & Rust, 2011). These
works employ social simulation (a society is modeled), but they are not ABSS
works (equations describe the society instead of agents). Furthermore, unlike
ABSS, they do not allow the exploration of individual-level theories of be-
havior which can be used to examine larger scale phenomena (Rand & Rust,
2011). For example, if a single Twitter user gives extensive information for an
event while the remaining users post just one tweet (as in Mendoza et al.’s
(Mendoza et al., 2010) work); ABSS allows this special user to be modeled.

Works studied above do not use ABSSs except for Weng et al. paper (Weng
et al., 2013), i.e. question five has “no” as an answer in table 1. However, there
are a few works in this line as the one by Tripathy et al. (Tripathy et al., 2010).
These authors present a study and an evaluation of rumor-like methods for
combating the propagation of rumors on social networks. They use variants of
the independent cascade model (Weng et al., 2013) for misinformation spread.
Besides, the authors criticize epidemic diffusion models such as SIS and SIR
because, among others, anti-rumors can be disseminated from person to per-
son unlike vaccines for viruses which can only be administered to individuals.
Tripathy et al. also propose an anti-rumor strategy which consists of embed-
ding agents called beacons in the network which detect gossips and propagate
anti-rumors. In this paper, the spread model and anti-rumor strategy baselines
are reproductions of Tripathy et al.’s work. Liu and Chen (Liu & Chen, 2011)
build an agent-based rumor propagation model using SIR as baseline and
implemented in NetLogo (Tisue & Wilensky, 2004), a popular ABSS frame-
work. This model is not founded on real data although the authors find out
interesting conclusions with regard to the Twitter case using the simulation
model. Seo et al. (Seo et al., 2012) present a simple ABSS based on gathering
retweets (not necessarily rumors), getting the largest connected component
in the network, and calculating the retweet probability of each edge = — y
with the number of retweets given in that edge. More than the simulation, the
contribution rests on the use of this model to evaluate a method to identify
hearsay and their sources by injecting special nodes called monitors (which
are very similar to the beacon nodes of our baseline approach (Tripathy et al.,
2010)). Yang et al. (Yang et al., 2003) employ ABSS to analyze the 2013 Asso-
ciated Press hoax incident 3. The authors give three profiles for Twitter users
(broadcaster, acquaintances, and odd users); probability density functions for
each profile; and a study of the effects of removing relevant network nodes in
the information spread. The authors conclude that removing the node of the
highest betweenness centrality (Rodriguez et al., 2015) has the optimal effect

3 On April 23 2013, the Associated Press Twitter account was hacked and a mali-
cious message was sent stating that the White house had been attacked and President
Obama was injured.



in reducing the spread of the malicious messages. Gatti et al. (Gatti et al.,
2013) address the general information diffusion modeling instead of the gos-
sip diffusion. These authors explore President Obama’s Twitter network as an
egocentric network and present an ABSS approach where each agent behavior
is determined by the Markov Chain Monte Carlo simulation method. As in
other works revised (Yang et al., 2003), simulation is employed to find users
with more impact on the information flow.

The last works revised present significant contributions in the use of ABSS
to study information diffusion in Twitter and have been studied in depth
for the current contribution. Nonetheless, as shown in table 1, the efforts in
reproducibility are quite questionable. None of them give: the data the results
are based on, the simulation implementation, or the source code (three last
questions in the table). This hinders researchers from verifying the results or
reusing these works in their research or developments. Furthermore, the works
also lack general methods to conduct ABSS researches in this scope.

2 Agent-based model and marketing strategies design

This section details the agent-based model design and marketing strategies
design tasks of the method presented. These tasks are given for the general
problem of viral marketing strategies in Twitter and the specific case study of
rumor spread and control.

2.1 Agent-based model design

As explained, the common decisions in agent-based model design are (Rand &
Rust, 2011): scope of the model, agents definition, agents’ properties, agent’s
behaviors, environment, time step, and input and output. These are detailed
below:

(1) Scope of the model. This is the part of the target system the model is
focused on and what aspects can be ignored. The idea of developing a
model is that it should be as simple as possible so as to study it easily, but
at the same time, the model must describe reality. Therefore, there is a
trade-off between the KISS approach (“Keep it Simple Stupid”, or “Keep
it Short and Simple” in a more polite manner) and the KIDS approach
(“Keep it Descriptive Stupid”) (Serrano & Botia, 2013). In the authors’
experience, a major mistake when using ABSS research methods is trying
to model the world instead of focusing on just the research relevant as-
pects. Regarding the Twitter case, there are a number of phenomena that



can be interesting for marketing purposes: retweets propagation, number
of mentions, number of tweets with a specific hashtag, activity per time
zone, etcetera. Nonetheless, concerning the misinformation propagation,
the mainstream approach is not modeling the messages (or tweets) evolu-
tion, but users’ state evolution regarding a specific rumor or contra-rumor
as shown in section 1. These states usually follow the epidemiological ter-
minology: infected, cured, etcetera.

(2) Agents. Another important decision is what the agents represent in the
ABSS. Note that agents do not necessarily mean smart agents (Nwana,
1996) capable of, among others, learning; or deliberative agents (Woolridge,
2001) which make decisions using symbolic reasoning. The typical ABSS
agent is a reactive agent which interact with others autonomously based
on a behavior model that can vary from production rules to machine
learning models such as artificial neural networks (Campuzano et al.,
2015). In the Twitter case, the straightforward decision is to have agents
per each Twitter user. Moreover, in the gossip diffusion case, there usu-
ally are special users capable of executing marketing strategies such as
releasing counter rumors.

(3) Properties. These are the fields that describe each agent. Again, these
completely depend on the scope of the model. For the Twitter rumor
spread case, as explained, typical properties include: an identifier; a posi-
tion in the environment (explained below); the agent’s state with respect
to the rumor (infected, cured, vaccinated, etcetera); and, if needed, and
agent type field which can determinate other properties scope or the agent
behavior.

(4) Behaviors. Agents exhibit a behavior which involves interacting with the
environment and other agents each time step. Commonly, these behav-
iors are stochastic processes which depend on given probabilities. There
are countless manners of defining behaviors in ABSS: production rules
(Serrano et al., 2014), machine learning models (Serrano et al., 2013),
probability density functions (Garcia-Valverde et al., 2012), etcetera. For
the Twitter misinformation propagation case, the main approach ob-
served in the specialized literature (see section 1) is to define textually
the agent behavior. This always leads to gaps when programming the
specified model. Thus, the authors recommend the use of pseudo-code or
any other general software modeling technique for general software such
as UML diagrams. The use of flow diagrams, which roughly correspond to
UML activity diagrams, are very popular in the ABSS literature (Gilbert
& Troitzsch, 2005).

(5) Environment. The environment defines the agents’ interaction topology.
For Twitter works, the environment is widely described as a network or
graph? where nodes represent users. Other kinds of networks are also

4 The terms graph (composed of vertices and edges or arcs) and network (com-
posed of nodes and links) are used interchangeably in this paper. In social sciences



Fig. 1. On the left, Barabdsi Albert (BA) scale-free synthetic network example.
Darker colour for higher node degree. On the right, Watts Strogatz (WS) small-
world network. Darker colour for higher clustering coefficient.

possible depending on the scope, such as networks of retweets. The links
do not have the same meaning in all works either. While some authors
represent the asymmetry in Twitter (user u; follows us does not mean
that wus follows u), others consider undirected links since Twitter has
mechanisms to make information flow from the follower to the followed
(such as responses, mentions, retweets, and private messages).

Another decision is whether to use a real network or a synthetic one.
Regarding the use of real networks (the ones with nodes and links ex-
tracted from Twitter), there are two main approaches. The first one is
using egocentric networks which examine only immediate neighbors from
a seed node and their associated interconnections. Gatti et al.’s (Gatti et
al., 2013) work, revised in section 1, follows this approach using President
Obama’s Twitter account as seed. The second approach for using real net-
works is: gathering tweets independently of their authors, gathering these
authors’ followers and friends®, and using the biggest connected compo-
nent in the resulting graph as final network. As explained in section 1,
this approach is used in Seo et al.’s work (Seo et al., 2012).

Concerning the use of synthetic networks, Barabdsi Albert (BA) scale-
free networks are the most popular option when modeling social networks
(Liu & Chen, 2011). Although the scale-free nature of a large number of
networks is still debated by the scientific community, social networks
such as Twitter are widely claimed to be scale-free. In a nutshell, the
creation of these networks is undertaken under the assumption that the

literature, the terms actors and ties or relations are also broadly used for the net-
work /graph elements.

° The Twitter API terminology is followers and friends where friends mean followed
users.



probability a user u; connects to another uy depends on the number of
connections that uy already has. This makes hubs appear, i.e. nodes with
a degree that greatly exceeds the average degree. See a BA graph example
in figure 1 on the left. Another option for the rumor case is the use of
Watts Strogatz (WS) small-world networks, as in the work presented by
Tripathy et al. (Tripathy et al., 2010), where: if u; is connected to us
and wus is connected to ug; u; and ug are likely to be also linked. This
makes these networks have a high clustering coefficient, i.e. a measure
of the degree to which nodes in a graph tend to cluster together. See
a WS graph example in figure 1 on the right. As in agents’ behavior
description, a common drawback in the literature is not giving enough
information to reproduce these synthetic networks. The general model,
the algorithm to generate it, and the algorithm parameters; are required
to ensure reproducibility.

Although using realistic networks is always desirable, there is a clear
reason for the hegemonic line of using synthetic networks: realistic net-
works restrict users studied; and this restricts the number of tweets to
those sent by these users. Therefore, if the research depends on tweets
semantic as in rumor spread, the use of realistic networks leads to hav-
ing fewer messages to work with. As a result, the realism of the simu-
lated users is considerably inferior. An extra reason to use the synthetic
networks explained for the gossip propagation case is that information
spreads very fast in them (Abraham et al., 2010). More specifically, WS
networks have a very low average path length, i.e. the average number
of steps along the shortest paths for all possible pairs of network nodes;
and, BA networks average path length grows very little with the num-
ber of nodes because of the hubs. As a consequence, these networks are
stronger adversaries for gossip control strategies and provide researchers
with a baseline by assuming that the strategies performance is better
than in real networks.

Time step. ABSSs typically evolve in time using a time step. Two phases
are distinguished: initialization, when the agents and the environment
are created; and, iteration, where agents act according to their behavior
model. Moreover, depending on the scope and the real data available, the
time step will represent a different physical time unit. For the Twitter
case, the data scraping and exploratory data analysis tasks (see section
3) can give insights into this decision. If the data is very scattered (e.g.
days pass between relevant tweets), there is not enough information for
a short time step (e.g. simulating hours).

Input and output. The parameters and the values observed in the simu-
lation execution are other decisions for the model. One of the most im-
portant and commonly used input in ABSS is the random seed. As seen,
an ABSS involves a number of stochastic processes: selecting the order
of agents execution at a time step, creating a network model, deciding
among possible actions in the behavior model, etcetera. A major flaw in

10



ABSS research is not ensuring that all these processes depend on a sin-
gle random seed, losing the simulation repeatability and reproducibility.
Concerning the output in the Twitter misinformation propagation case,
the common output is the number of agents per possible rumor state
(infected, cured, etcetera) and per time step.

2.2  Marketing strategies design

In relation to the possible marketing strategies in Twitter, most of them rest
on having one or several Twitter users representing your brand (meaning your
product/service/company), its collaborators, or people after receiving some
incentive. These strategic or seed users have to initiate the process of aware-
ness diffusion by propagating the information to their friends via their social
relationships (Long & Wong, 2014). In consequence, the classic target is to
maximize (advertisement case) or minimize (malicious rumors case) the in-
formation spread while the minimum of these strategic users are created or
selected. Some examples in the rumor propagation literature are the beacons
agents proposed by Tripathy et al. (Tripathy et al., 2010) or the monitors
introduced by Seo et al. (Seo et al., 2012).

The explained problem usually leads to the question of what are the most
important users in the network. This can be studied with Twitter specific
metrics such as the number of mentions and retweets as proposed by Cha et
al. (Cha et al., 2010); or centrality metrics (Abraham et al., 2010), indicators
which identify the most important vertices within a graph such as the out-
degree and the indegree (which would be followers or friends in Twitter). In
both cases, accurate “importance” metrics may not be retrievable and some
approximations might be used. For example, the Twitter APT does not allow
recovering the number of retweets or mentions for a user. Furthermore, cen-
trality metrics such as the closeness requires the whole (and static) network.
In the examples given above of strategic agents, Tripathy et al. (Tripathy et
al., 2010) only consider random positions for the beacons while Seo et al. (Seo
et al., 2012) study the effects of having monitors in positions with different
centrality indicators such as the betweenness.

As explained above, a marketing strategy deals with the creation of special
agents in this context; and, therefore, the guidelines to model general Twitter
users agents with ABSS given in section 2.1 are also valid for modeling of these
strategies. This work contemplates marketing strategies as an extra task in the
method; i.e. those what-if scenarios that ABSS allows to understand, evaluate,
and predict. The reason is that a single model of the market should be valid for
evaluating a number of strategies over it (and vice versa). Nonetheless, another
common mistake in ABSS research is assuming that first the reality is modeled
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and then experts can decide any kind of what-if scenario to be evaluated over
the model. As stated in the model scope decision of section 2.1, modeling only
relevant aspects of the market is the key in ABSS and, therefore, there is a
strong coupling between marketing strategies and the simulated market.

3 Data scraping and exploratory data analysis

This section deals with the data scraping and exploratory data analysis tasks
of the method presented.

3.1 Data scraping and pre-processing

As stated in the introduction, although there are extensive works in Twitter
data analysis such as Russell’s books (Russell, 2011a, 2011b), to the best of
the authors’ knowledge, this is the first research work where guidelines are
given to use Twitter data in an ABSS research and discuss the Twitter API
(Twitter REST API documentation website, 2015) limitations in this regard.
The Twitter REST APIs provide programmatic access to read and write Twit-
ter data. A very convenient manner of getting familiar with this API is using
its console (Twitter REST API console website, 2015). This console allows
a web browser to send requests to the Twitter API with one of several API
methods such as “/search/tweets.json”. A large number of these methods re-
quire users to choose an authentication method. Once the correct URLs of the
requests are validated in the console, using a general programming language
to program a script which requests the wanted data is straightforward. The
authors have experimented with the Python programming language and, more
specifically, with its “requests”® and “requests-OAuthlib” ” libraries. The for-
mer library, requests, provides developers with very simplified operations for
http requests; while the latter provides requests with support for OAuth, i.e.
the authorization standard used in the Twitter APIL.

The most relevant API methods for data scraping in Twitter and their limi-
tations as discussed below:

o search/tweets.json. It searches and returns tweets and their associated in-
formation in json format. This information includes: tweet id, tweet text,
hashtags, number of retweets, geographical information, the author’s public
information in json format, etcetera.

6 Requests website: http://docs.python-requests.org/en/latest/
" Requests-OAuthlib website: https://requests-oauthlib.readthedocs.org/
en/latest/
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The main parameter is a query phrase which may or not include hashtags.
However, recovering tweets in a temporal window is not straightforward
because, although there is an until parameter for getting tweets before a
given date, there is no since parameter. This problem can be relieved by
using the since_id parameter, which gets tweets before a given tweet id.

A possible scraping strategy is employing the result type parameter to
obtain only popular tweets and then extend the dataset with retweets of
these seed tweets. Nonetheless, the popular results are much reduced: the
API currently returns only 100 popular tweets. Moreover, retrievable retweets
from a specific tweet are also limited to 100 or less.

Other important constraints are: the API Rate Limits, 180 queries per 15
minute in API 1.1.; and the days during which tweets are available, the last
6 to 9 days of tweets at the moment (Twitter REST API documentation
website, 2015). Several users accounts with their authentication parameters
can be employed to parallelize the Twitter scraping process.

In a nutshell, the search APT is focused on relevance and not complete-
ness (Twitter REST API documentation website, 2015). As a result, when
obtaining tweets of a very specific topic such as a gossip, it is not possi-
ble to know if these tweets temporal distribution is significant. The Twitter
streaming API® is recommended for completeness. Nonetheless, this stream
API returns a great deal of not relevant data when working with tweets
about a specific topic and, more importantly, the historical tweets cannot
be retrieved.

e statuses/retweet/{id}.json. This operation gets up to 100 retweets of a given
tweet id. Therefore, it can be used to extend any Twitter dataset if tweets ids
are included. Besides, the retwitting user’s data is also given in the response.
The main limitation is that it only retrieves a little percentage of the total
retweets (up to 100). Moreover, this method only allows 15 requests each 15
minutes (Twitter REST API documentation website, 2015). Consequently,
getting retweets is considerably more time consuming than getting tweets
with search. An advantage of getting Twitter data from tweets or users ids
with this or the following operations is that this data can be recovered after
the maximum 9 days that the search operation gives.

o statuses/show/{id}.json. The current Twitter terms of use (Twitter terms
of use website, 2015) state that “If you provide Content to third parties,
including downloadable datasets... you will only distribute or allow down-
load of Tweet IDs and/or User IDs”. Although this is further discussed in
the terms, a fairly common practice in the research community to only
openly distribute lists of tweet ids instead of the raw data. This operation
allows researchers to retrieve the tweet and users data from an id. As with
the retweet operation, this method only allows 15 requests each 15 minutes
(Twitter REST API documentation website, 2015).

e followers/ids.json and friends/ids.json. These operations allow researchers

8 Twitter streaming API website https://dev.twitter.com/streaming/overview
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to obtain followers and friends from a user’s id (which is in the tweets
data given with the operations explained above). Therefore, as explained in
the environment bullet point of section 2.1, the real network topology may
be obtained although this usually means to reduce the number of tweets
available to build the ABSS model. As in the retweet operation, gathering
this data is more restrictive than the search method: only 15 request each
15 minutes. Besides, even when the network topology can be retrieved from
tweets or users ids, this topology is very dynamic and it is not recommended
to gather it after a substantial time lag; e.g. a research is conducted over
datasets with users’ ids retrieved several months ago.

Preprocessing the large number of json files gathered in the scraping pro-
cess to build datasets valid for the exploratory data analysis is also required.
Again, as in the data scraping phase, Python is the programming language rec-
ommended. Python is extensively used for natural language processing tasks
because of its simple syntax and its rich text processing tools. The typical
fields obtained from each tweet for Twitter ABSS research include: date and
time of writing, author, text, and a label with the tweet meaning according
to the model scope. As explained above, there are limitations in the Twitter
API which hinder researchers from obtaining some possible fields for these
datasets. Some examples are: the retweets or mentions for some user, how
many tweets a user may have read at some moment, or if the user has been
“cured” of a rumor.

Among these datasets fields, the label is typically non-automatically added,
making it the most time consuming part of data preprocessing. Since tweets
are composed of only 140 characters and may transmit humoristic or sarcastic
messages, labeling them can be complex even for human beings. For example,
in the misinformation diffusion and control case, the labeling involves deciding
if each tweet is a rumor, anti-rumor, or other. Some authors skip the labeling
by identifying hearsay or memes in Twitter with hashtags as Weng et al.
(Weng et al., 2013); or considering all tweets in a specific temporal window as
Yang et al. (Yang et al., 2003). Another option is to use only popular tweets
and their retweets, making the labeling process simpler by assuming that the
retweets meaning is the same as their original tweets. Nonetheless, this is not
necessarily true since some comments can be added in retweets by using “RT”
between the extra comment and the cited tweet.

3.2 Ezploratory data analysis

Once the Twitter data has been retrieved and preprocessed, the exploratory
data analysis is suggested to gain insights into the modeled market. When
data is studied, new questions arise, causing specific parts to be viewed in
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more detail and changing or refining the design decisions made in the models.
Some interesting data views for modeling Twitter users are:

e Tweets for each type (label), to study if there is enough information to
model them or if some types can be joined.

e Number of users per tweets sent, to study the possibility of having different
agents’ behaviors in function of the information available.

e Tweets per minute / hour / weekday / day of the month, to decide the sim-
ulation time step. This also allows observing patterns such as the decrease
or increase of messages at nights or in work hours.

e Metrics for experiments. Scraped data is composed of information such as
tweets, users attributes, network topology, etcetera. Some further processing
may be necessary for comparing the ABSS model output with the real data
in the validation experiments.

The Python programming language, recommended for the scraping and pre-
processing, is also a powerful tool for the exploratory data analysis through
packages such as Pandas and NumPy (Rossant, 2013). However, the authors
found that the R® programming language is more convenient for this specific
task. This is because, unlike the aforementioned Python packages, R has in-
terfaces for other programming languages employed for ABSS such as Jawva.
This allows the simulation code to be connected to the data analysis code for,
among others, comparing the simulation output with the real data.

4 Model construction

As explained, this task consists of translating the model into something which
can be used by a computer (i.e. programming the model). There are a large
number of agent-based modeling software frameworks (Agent-based modeling
software frameworks list, 2015) which aid developers to implement these sys-
tems. Some of the typical features include: simulation examples; predefined
agents; scheduling algorithms; and, support for batch experiments. Some of
the most extended platforms for the ABSS development are NetLogo (Tisue
& Wilensky, 2004), Mason (Luke et al., 2004) and Repast (North et al., 2006).

Although the aforementioned frameworks have support for modeling and dis-
playing networks, the social network analysis (SNA) tools (Abraham et al.,
2010) are clearly superior in displaying and studying large-scale graph. This is,
among others, because of: the ready-to-use centrality metrics, which identify
the most important vertices within a graph; the community detection methods,
which can be used to split the network in well defined groups densely connected

9 The R Project for Statistical Computing website: www.r-project.org
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internally; and, more importantly, the variety of force-directed graph drawing
algorithms that these packages implement, allowing a more understandable
network visualization. Understandable simulation displays are crucial because
they provide the basic mechanism to verify the ABSS, i.e. checking that it
meets the model specification and requisites. Some popular SNA frameworks
(Social network analysis software, 2015) are: Gephi, iGraph, GraphStream,
and NetworkX.

One of the most important and commonly forgotten ABSS implementations
requisites is to offer repeatability and reproducibility. In an ABSS, there are a
number of stochastic processes such as: the agents’ initial positions and states;
the order the agents gain the turn of execution; the order the agents neighbors
are visited; or, the agents’ state evolution. When combining different software
packages such as ABSS and SNA frameworks, developers have to ensure a sin-
gle and parametrized random seed to control these processes. A recommended
practice is the use of unit testing. This allows developers to automatically test
that each individual simulation unit does not return different outputs when
the same random seed is used as input.
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The purpose of this License is to make a manual, textbook, or other functional and useful document “free” in the sense
of freedom: to assure everyone the effective freedom to copy and redistribute it, with or without modifying it, either
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This License is a kind of “copyleft”, which means that derivative works of the document must themselves be free in the same
sense. It complements the GNU General Public License, which is a copyleft license designed for free software.
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1. APPLICABILITY AND DEFINITIONS
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connection with the subject or with related matters, or of legal, commercial, philosophical, ethical or political position
regarding them.

The “Invariant Sections” are certain Secondary Sections whose titles are designated, as being those of Invariant Sections,
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notice that says that the Document is released under this License. A Front-Cover Text may be at most 5 words, and a
Back-Cover Text may be at most 25 words.

A “Transparent” copy of the Document means a machine-readable copy, represented in a format whose specification is
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(for images composed of pixels) generic paint programs or (for drawings) some widely available drawing editor, and that is
suitable for input to text formatters or for automatic translation to a variety of formats suitable for input to text formatters.
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or discourage subsequent modification by readers is not Transparent. An image format is not Transparent if used for any
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input format, SGML or XML using a publicly available DTD, and standard-conforming simple HT'ML, PostScript or PDF
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The “publisher” means any person or entity that distributes copies of the Document to the public.

A section “Entitled XYZ” means a named subunit of the Document whose title either is precisely XYZ or contains XYZ in
parentheses following text that translates XYZ in another language. (Here XYZ stands for a specific section name mentioned
below, such as “Acknowledgements”, “Dedications”, “Endorsements”, or “History”.) To “Preserve the Title” of such
a section when you modify the Document means that it remains a section “Entitled XYZ” according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License applies to the Document.
These Warranty Disclaimers are considered to be included by reference in this License, but only as regards disclaiming
warranties: any other implication that these Warranty Disclaimers may have is void and has no effect on the meaning of
this License.

2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially, provided that this
License, the copyright notices, and the license notice saying this License applies to the Document are reproduced in all copies,
and that you add no other conditions whatsoever to those of this License. You may not use technical measures to obstruct
or control the reading or further copying of the copies you make or distribute. However, you may accept compensation in
exchange for copies. If you distribute a large enough number of copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.

3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the Document, numbering more
than 100, and the Document’s license notice requires Cover Texts, you must enclose the copies in covers that carry, clearly
and legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-Cover Texts on the back cover. Both
covers must also clearly and legibly identify you as the publisher of these copies. The front cover must present the full title
with all words of the title equally prominent and visible. You may add other material on the covers in addition. Copying
with changes limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can be
treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed (as many as fit
reasonably) on the actual cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either include a machine-
readable Transparent copy along with each Opaque copy, or state in or with each Opaque copy a computer-network location
from which the general network-using public has access to download using public-standard network protocols a complete
Transparent copy of the Document, free of added material. If you use the latter option, you must take reasonably prudent
steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus
accessible at the stated location until at least one year after the last time you distribute an Opaque copy (directly or
through your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before redistributing any large number
of copies, to give them a chance to provide you with an updated version of the Document.

4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and 3 above, provided
that you release the Modified Version under precisely this License, with the Modified Version filling the role of the Document,
thus licensing distribution and modification of the Modified Version to whoever possesses a copy of it. In addition, you must
do these things in the Modified Version:

A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from those of previous
versions (which should, if there were any, be listed in the History section of the Document). You may use the same title
as a previous version if the original publisher of that version gives permission.

B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the modifications in the
Modified Version, together with at least five of the principal authors of the Document (all of its principal authors, if it
has fewer than five), unless they release you from this requirement.

C. State on the Title page the name of the publisher of the Modified Version, as the publisher.

D. Preserve all the copyright notices of the Document.

E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.

F. Include, immediately after the copyright notices, a license notice giving the public permission to use the Modified Version
under the terms of this License, in the form shown in the Addendum below.

G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in the Document’s license
notice.

H. Include an unaltered copy of this License.

I. Preserve the section Entitled “History”, Preserve its Title, and add to it an item stating at least the title, year, new

authors, and publisher of the Modified Version as given on the Title Page. If there is no section Entitled “History” in the
Document, create one stating the title, year, authors, and publisher of the Document as given on its Title Page, then add
an item describing the Modified Version as stated in the previous sentence.

J. Preserve the network location, if any, given in the Document for public access to a Transparent copy of the Document,
and likewise the network locations given in the Document for previous versions it was based on. These may be placed
in the “History” section. You may omit a network location for a work that was published at least four years before the
Document itself, or if the original publisher of the version it refers to gives permission.
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K. For any section Entitled “Acknowledgements” or “Dedications”, Preserve the Title of the section, and preserve in the
section all the substance and tone of each of the contributor acknowledgements and/or dedications given therein.
L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section numbers or the
equivalent are not considered part of the section titles.
. Delete any section Entitled “Endorsements”. Such a section may not be included in the Modified Version.
. Do not retitle any existing section to be Entitled “Endorsements” or to conflict in title with any Invariant Section.
. Preserve any Warranty Disclaimers.

oz&

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary Sections and contain no
material copied from the Document, you may at your option designate some or all of these sections as invariant. To do this,
add their titles to the list of Invariant Sections in the Modified Version’s license notice. These titles must be distinct from
any other section titles.

You may add a section Entitled “Endorsements”, provided it contains nothing but endorsements of your Modified Version
by various parties—for example, statements of peer review or that the text has been approved by an organization as the
authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a Back-Cover Text,
to the end of the list of Cover Texts in the Modified Version. Only one passage of Front-Cover Text and one of Back-Cover
Text may be added by (or through arrangements made by) any one entity. If the Document already includes a cover text
for the same cover, previously added by you or by arrangement made by the same entity you are acting on behalf of, you
may not add another; but you may replace the old one, on explicit permission from the previous publisher that added the
old one.

The author(s) and publisher(s) of the Document do not by this License give permission to use their names for publicity for
or to assert or imply endorsement of any Modified Version.

5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms defined in section 4
above for modified versions, provided that you include in the combination all of the Invariant Sections of all of the original
documents, unmodified, and list them all as Invariant Sections of your combined work in its license notice, and that you
preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical Invariant Sections may be replaced
with a single copy. If there are multiple Invariant Sections with the same name but different contents, make the title of each
such section unique by adding at the end of it, in parentheses, the name of the original author or publisher of that section
if known, or else a unique number. Make the same adjustment to the section titles in the list of Invariant Sections in the
license notice of the combined work.

In the combination, you must combine any sections Entitled “History” in the various original documents, forming one section
Entitled “History”; likewise combine any sections Entitled “Acknowledgements”, and any sections Entitled “Dedications”. You
must delete all sections Entitled “Endorsements”.

6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under this License, and replace the
individual copies of this License in the various documents with a single copy that is included in the collection, provided
that you follow the rules of this License for verbatim copying of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this License, provided you
insert a copy of this License into the extracted document, and follow this License in all other respects regarding verbatim
copying of that document.

7. AGGREGATION WITH INDEPENDENT
WORKS

A compilation of the Document or its derivatives with other separate and independent documents or works, in or on a
volume of a storage or distribution medium, is called an “aggregate” if the copyright resulting from the compilation is not
used to limit the legal rights of the compilation’s users beyond what the individual works permit. When the Document is
included in an aggregate, this License does not apply to the other works in the aggregate which are not themselves derivative
works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the Document is less than
one half of the entire aggregate, the Document’s Cover Texts may be placed on covers that bracket the Document within
the aggregate, or the electronic equivalent of covers if the Document is in electronic form. Otherwise they must appear on
printed covers that bracket the whole aggregate.

8. TRANSLATION
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Translation is considered a kind of modification, so you may distribute translations of the Document under the terms of
section 4. Replacing Invariant Sections with translations requires special permission from their copyright holders, but you
may include translations of some or all Invariant Sections in addition to the original versions of these Invariant Sections.
You may include a translation of this License, and all the license notices in the Document, and any Warranty Disclaimers,
provided that you also include the original English version of this License and the original versions of those notices and
disclaimers. In case of a disagreement between the translation and the original version of this License or a notice or disclaimer,
the original version will prevail.

If a section in the Document is Entitled “Acknowledgements”, “Dedications”, or “History”, the requirement (section 4) to
Preserve its Title (section 1) will typically require changing the actual title.

9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided under this License. Any
attempt otherwise to copy, modify, sublicense, or distribute it is void, and will automatically terminate your rights under
this License.

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a)
provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if
the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of
the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any
work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights
from you under this License. If your rights have been terminated and not permanently reinstated, receipt of a copy of some
or all of the same material does not give you any rights to use it.

10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation License from time to
time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or
concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a particular numbered
version of this License “or any later version” applies to it, you have the option of following the terms and conditions either
of that specified version or of any later version that has been published (not as a draft) by the Free Software Foundation. If
the Document does not specify a version number of this License, you may choose any version ever published (not as a draft)
by the Free Software Foundation. If the Document specifies that a proxy can decide which future versions of this License
can be used, that proxy’s public statement of acceptance of a version permanently authorizes you to choose that version for
the Document.

11. RELICENSING

“Massive Multiauthor Collaboration Site” (or “MMC Site”) means any World Wide Web server that publishes copyrightable
works and also provides prominent facilities for anybody to edit those works. A public wiki that anybody can edit is
an example of such a server. A “Massive Multiauthor Collaboration” (or “MMC”) contained in the site means any set of
copyrightable works thus published on the MMC site.

“CC-BY-SA” means the Creative Commons Attribution-Share Alike 3.0 license published by Creative Commons Corporation,
a not-for-profit corporation with a principal place of business in San Francisco, California, as well as future copyleft versions
of that license published by that same organization.

“Incorporate” means to publish or republish a Document, in whole or in part, as part of another Document.

An MMUC is “eligible for relicensing” if it is licensed under this License, and if all works that were first published under this
License somewhere other than this MMC, and subsequently incorporated in whole or in part into the MMC, (1) had no
cover texts or invariant sections, and (2) were thus incorporated prior to November 1, 2008.

The operator of an MMC Site may republish an MMC contained in the site under CC-BY-SA on the same site at any time
before August 1, 2009, provided the MMC is eligible for relicensing.
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